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1. Introduction 

For computers, the task of generating captions for images is complex, as it requires 
both computer vision and natural language processing techniques. Computer-based 
models must understand what elements are contained in the image and how to 
effectively use language to describe them.1 Traditionally, only humans have been 
able to caption images well because of the human ability to easily understand and 
provide interpretations of visual data.2 However, machine learning is now being 
applied to this activity. Recent research has led to the creation of effective image 
captioning models using neural networks. In general, neural networks are systems 
used in machine learning that emulate the processes of biological neural networks 
to train models to complete certain tasks. 

Most neural image caption generators are trained on data sets composed of 
thousands of images that have been annotated with human-generated captions. 
Several such data sets exist: Microsoft Common Objects in Context (MS COCO), 
Pascal VOC, Flickr 8k, Flickr 30k, and a few others. These data sets in particular 
contain between 8,000 and 80,000 images annotated with 5 captions each.2,3 
Additional resources are being devoted to generating larger data sets with different 
types of images and different levels of annotations. The literature describes the use 
of various forms of annotations and iconic versus noniconic images in training data 
sets, but we have not found research into how image type and quantity affect the 
performance of trained image-captioning models. 

The performance of neural image caption generators can be measured using 
automated scoring systems. Many such systems exist, including Bilingual 
Evaluation Understudy (BLEU), Consensus-Based Image Description Evaluation 
(CIDEr), and the Metric for Evaluation of Translation with Explicit Ordering 
(METEOR). These metrics all compare reference captions with generated 
candidate captions. BLEU focuses on modified n-gram precision, but does not 
address recall.4 This is seen as a drawback to BLEU, as recall has been shown to 
be essential to automated scoring, which correlates highly with human precision.5 
CIDEr uses a system of consensus among the captions and was created specifically 
for image captioning.6 METEOR incorporates synonyms of target words using data 
from WordNet.5 These metrics have been shown to agree with human judgment.1,6 

The current standard in neural image captioning is the use of end-to-end neural 
networks to generate captions from an image input. This method was used both by 
Vinyals et al. and Karpathy and Li.1,2 In these studies, the image input was fed to a 
Convolutional Neural Network (CNN) and the output was fed into a form of a 
Recurrent Neural Network (RNN) for caption generation.1,2 This technique uses a 
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unified process, which converts smoothly from images to captions. Both of these 
models performed well when evaluated using the BLEU-4 metric. 

The CNN to RNN method, which both of those papers described, is the basis for 
the NeuralTalk code created by Dr Andrej Karpathy.7 NeuralTalk is an open-source 
image-captioning program that allows the user to train new models on training data 
sets that contain annotated images.7 We used the NeuralTalk2 code—an updated 
version of NeuralTalk—in this project.8 NeuralTalk2 was written in Lua and runs 
in Torch. It improves upon NeuralTalk by making use of a graphical processing 
unit (GPU) to greatly decrease runtime.8 

Neural image captioning is a relatively new field, and as such, there is limited 
research on the effect of different training data set compositions. The current trend 
is to create new data sets of ever-increasing size, but larger data sets lead to longer 
training times, extending what is already a resource-intensive process. 
Understanding the effect of the training data set composition is essential to moving 
toward more efficient, focused training. Currently, training a model can take days 
or even weeks. To optimize performance and quality in caption generation, it is 
important to know how the quantity of images in a training data set affects the 
resulting caption quality.  

In this study, we hypothesized that as the quantity of images of a particular object 
increases, the caption quality will also increase. The hypothesis was modified with 
the caveat that there exists a point at which caption quality becomes saturated. 
However, this point may vary for objects with different levels of visual 
homogeneity as well as specificity in object types. For example, more images of 
dogs would be needed than soccer balls to achieve the same caption quality. The 
visual characteristics of different types of dogs are broad, while different soccer 
balls appear similar even from different viewpoints. The goal of the experiment for 
this work was to investigate the relationship between the number of exposures to a 
model of an object type and the model’s performance on images including that 
object. In this report, the initial experimentation and results are presented. 

2. Methods 

2.1 Model 

For this investigation, NeuralTalk2, a caption-generating program by Dr Andrej 
Karpathy of Stanford University, was used.8 The code is publicly available on 
GitHub and runs in Torch. NeuralTalk2 is an improved version of NeuralTalk, 
which was written based on the models described earlier.1,2 The program was 
designed for training new image-captioning models on image data sets. 
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NeuralTalk2 was chosen for its ease of use to focus the investigation on training 
and the potential impact on caption quality. Thus, to maximize the resources 
devoted to the training of the models, it was most efficient to work with an existing 
caption generator. 

The setup included the NeuralTalk2 caption-generating program on an Ubuntu 
14.04 operating system. Without access to a Compute Unified Device Architecture 
(CUDA) compatible NVidia GPU, the program was run in CPU-only mode. For 
this initial investigation, default parameters were used in training with the exception 
of the batch size, which was changed to 15 so that the program would use all of the 
validation images exactly once.  

2.2 Data Set 

The 2014 training and validation images from the MS COCO image data set were 
used as training material in this experiment. The MS COCO data set consists of 
over 80,000 training images and 40,000 validation and testing images.3 Each image 
is annotated with 5 human-generated captions and bounding boxes. The bounding 
boxes outline objects in the image falling into one of the 80 object categories 
contained by the MS COCO data set. The training images used in this experiment 
were randomly pulled from the training image data set and the validation and testing 
images both came from the validation set. 

The MS COCO data set’s size and preexisting categories make it optimal for 
creating subsets with distinct composition. The large size of the MS COCO data set 
allowed the parsing of the data set into smaller training sets, each with particular 
characteristics, while retaining a sizable training set. The categories were used to 
focus on a few specific objects for this study. 

The MS COCO data set also has an existing application programing interface 
(API).9 The existing annotations and parsing actions provided in the software were 
used, greatly simplifying the process.  

2.3 Experiment 

To determine the relationship between the quantity of images of a particular object 
in a training data set and the performance of a caption-generating model, 6 object 
categories from the MS COCO data set were chosen. The number of instances of 
each of the 80 categories were calculated, focusing on the categories with over 
2,000 instances. Limited descriptors were used. For example, “person” was 
excluded due to the use of other words to describe a person (e.g., “man”, “girl”, 
“doctor”). This simplified the number of images of people in the training data set 
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controlling some of the variability within this experimental design. Categories 
“sink”, “cat”, “car”, “pizza”, “skateboard”, and “dog” were sample descriptors used 
for additional simplification. 

To harness the MS COCO API, a program was written in Python. The program 
created subsets of the MS COCO data set with set numbers of images in specified 
categories. These subsets were outlined in JavaScript Object Notation (JSON) files 
describing the images and captions, and formatted for compatibility with the 
NeuralTalk2 data set preparation programs. 

Using this program, training data sets were created. The training data sets were 
composed of a baseline set of 14,000 randomly chosen images that did not overlap 
with the previously chosen categories and a set of 6,000 images from the descriptor 
categories. The set of 6,000 images was structured to vary the quantity of images 
by category: one set contained 1,000 training images of each category, while 
another contained 500 images each of cats, cars, and dogs; and 1,500 each of sinks, 
pizzas, and skateboards. All overlapping images that fell into 2 or more categories 
were removed to maintain constant image totals and data set size. Each data set also 
contained 1,500 validation images that were distinct from the categories and 250 
validation images from each category, for a total of 3,000 validation images. These 
validation images were constant across all models. In this fashion, 5 data sets were 
created each containing the same testing and validation images and the same total 
number of training images (Table 1). A control data set was also created, which 
contained the 14,000 base training images and the 1,500 base validation images. 
All models were tested on a constant set of 1,000 images, which were not from the 
6 categories, and sets of 500 images from each category. 

Table 1 The composition of all of the training data sets for the 6 models. Values represent 
the number of images of a particular category in the data set.  

 

The data set specifications were written to JSON files. These files were processed 
using the prepro.py program from NeuralTalk2. Models were then trained on each 
of the training data sets using a batch size of 15 and all of the validation images. 
Each model trained for 20,000 iterations with no fine-tuning.  

  

Baseline Cat Car Dog Pizza Sink Skateboard Total Baseline Categories Total Baseline Categories Total
Control 14,000  ---  ---  ---  ---  ---  --- 14,000 1,500  --- 1,500 1,000  --- 1,000
1 14,000 0 0 0 2,000 2,000 2,000 20,000 1,500 250 each 3,000 1,000 500 each 4,000
2 14,000 500 500 500 1,500 1,500 1,500 20,000 1,500 250 each 3,000 1,000 500 each 4,000
3 14,000 1,000 1,000 1,000 1,000 1,000 1,000 20,000 1,500 250 each 3,000 1,000 500 each 4,000
4 14,000 1,500 1,500 1,500 500 500 500 20,000 1,500 250 each 3,000 1,000 500 each 4,000
5 14,000 2,000 2,000 2,000 0 0 0 20,000 1,500 250 each 3,000 1,000 500 each 4,000

Training Images Validation Images Testing images
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2.4 Metrics 

The caption quality was measured with the automated scoring systems CIDEr1 and 
METEOR2. These scores were calculated using the coco-caption code provided by 
Microsoft for evaluating captions.9 In recent papers, CIDEr and METEOR have 
been shown to have improved performance over other common metrics, such as 
BLEU.6 In future work, further investigation of metrics will be conducted. 

3. Results 

The image-captioning models were scored with the automated scoring metrics 
CIDEr and METEOR. These metrics compared the generated captions with the 
reference captions for each image to produce a score reflecting the caption quality. 
On average, increasing the number of images in the training data set improved the 
performance of the models. However, as more images were added to the training 
data set (e.g., an increase from 1,500 images to 2,000 images), the models’ 
performance improved gradually or remained the same. 

The CIDEr scores demonstrated significant improvement in the models’ 
performance on images of a particular object when 500 images of that object were 
introduced to the training data set (Fig. 1). Further additions of 500 images did not 
improve performance significantly. After increasing the number of images to 1,000 
and later 1,500, the models improved by approximately 0.02 points on average each 
time. Increasing the number of training images from 1,500 to 2,000 only showed 
an increase of 0.001 points on average. The “cars” category score dipped at 1,000 
images then increased; however, this did not demonstrate significant improvement.  

The METEOR scores reflected a similar trend. Improvement between a model 
without training on images with a specific object and one trained on 500 images of 
that object was on average 0.042 points (Fig. 2). Further increases of the number of 
images in the training data set produced lower levels of improvement. Again, the 
performance of the models on images of cars showed very little improvement—
only 0.022 in total. The scores of the models’ performance using both the CIDEr 
and METEOR metrics demonstrate a similar trend of initial improvement followed 
by possible saturation in the scores. 
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Fig. 1 Performance of the image-captioning models as measured by the CIDEr scoring 
metric. a) Performance of the model on images with an object (cat, pizza, etc.) vs. the number 
of images of that object that were included in the training data set and b) the average 
performance across the categories. Significant improvement was seen when the first 500 
images were introduced to the training data set; however, no improvement was seen between 
a model trained with 1,500 images of an object and one on 2,000 images. 
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Fig. 2 Performance of the image-captioning models as measured by the METEOR scoring 
metric. a) Performance of the model on images with an object (cat, pizza, etc.) vs. the number 
of images of that object that were included in the training data set and b) the average 
performance across the categories. Significant improvement was seen when the first 500 
images were introduced into the training data set and showed continued but less significant 
improvement from that point onward. 

4. Discussion and Conclusion 

In this experiment, the hypothesis was that increasing the quantity of images in a 
training data set of a particular object would improve the quality of captions 
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determine if increased training data set size improves image-captioning model 
performance, potentially leading to more efficient means of training high-quality 
models. The CIDEr scores for the models trained demonstrate improvement in 
model performance up to 1,500 training images. When the number of training 
images was increased to 2,000 images, the models did not improve, on average, and 
for some, performance suffered. METEOR scores corroborated this trend. The 
METEOR scores showed the largest improvement when the first 500 images were 
added to the training data set, but showed little improvement for each additional 
increase over 500 images. There was less or no improvement with more than 1,500 
images. These initial results indicate that caption quality will saturate as more 
images are added to the training data set, although this saturation point may vary 
among objects.  

The trends of model performance on specific categories are somewhat varied. For 
example, the “skateboard” and “pizza” categories demonstrated improvement at 
each step, but the growth slowed as more images were added. “Cats” showed 
limited improvement after 500 images and the performance of the model on images 
of “sinks” decreased after 500 images. “Dogs” decreased after 1,000 images. The 
most irregular category was “cars”. Captions of images of cars showed an increase 
in quality, followed by a drop, and then another increase. This variability could be 
due to cars in images where they are not the focus of the scene. For these objects, 
there could be additional challenges for the model to learn meaningful captions. 
Overall, with the exception of cars, every other category had a point at which 
adding images did not significantly improve the caption quality.  

While the model performance was in line with the hypothesis, more data would be 
necessary to draw certain conclusions about caption-quality saturation. A  
follow-on experiment could expand on these findings by running multiple models 
for each level of training images. Additionally, using this data extrapolation cannot 
be made on model performance with over 2,000 instances of training images of a 
certain type. Training additional models with over 2,000 images per category would 
be informative. 

Possibly the greatest limitation to this experiment was caused by overfitting the 
models. Overfitting occurs when a model molds itself too closely to the training 
and validation images. It can create accurate sentences for those images, but 
performs very poorly on new images. Closer examination of the training data sets 
highlighted an imbalance of images of different objects that skewed the results to 
reflect the training data set. For example, the captions generated for the testing 
images in the “skateboard” category by the model trained on 2,000 images of 
skateboards were very repetitive. Out of 500 images, 225 were captioned as “a man 
riding a skateboard down the street”. This severe overfitting of the data set could 
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be the cause of some of the models decreasing performance as more images are 
added. Further experimentation would be required to determine if it was solely the 
overfitting that caused model improvement to plateau, or if even balanced training 
data sets would reach a point of maximum performance. 

Future studies could expand on this research by generating a similar experiment 
designed to cut down on issues of overfitting. It would also be worthwhile to 
explore how the size and composition of training data sets contributes to overfitting. 
Finally, a closer investigation of how to achieve high-quality captions with low 
numbers of training images would be useful in situations where a large data set is 
unavailable. This research can be applied to optimize the training of image 
captioning models. It will increase the efficiency of training and provide insight 
into how one can train models on a smaller scale.  

In addition, the results do not indicate a linear correlation to improved model 
performance. Rather, the growth of model performance slows down after more and 
more images are added to the training data set. This has potential implications for 
how training data sets are constructed to optimize quality, efficiency, and enhanced 
models for applications as diverse as image searches and human–robot interaction. 
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